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Abstract. In the field of natural language processing, relation extraction (RE) aims to identify the relation-

ship between entities from text and is a vital step for subsequent tasks such as question answering and 

Knowledge Graph (KG). Comparing to the general domain text the relationship extraction from electronic 

medical records (EMRs) is more challenging due to the high-density distribution of entities of EMRs. In ad-

dition, relationship extraction usually suffers from the long-tail problem. The training data mainly focuses on 

a few types of relations, leading to the lack of sufficient annotations for the remaining types of relations, 

which is more severe in electronic medical records. To address the above problems, this paper proposes a 

segmented attentional Convolutional Neural Network (CNN+SegAtt) for medical relationship extraction and 

combines it with modified typed entity representations, which significantly improve the semantic learning 

ability from electronic medical records. A loss function with category weights is also proposed to facilitate 

the extraction of long-tail relationships. Experiments are conducted on the publicly available medical corpus 

2010 i2b2/VA. The results show that the value of F1 reached 73.13%, better than that of existing methods, 

and the values of F1 for the small category samples are also significantly improved. 

Keywords: relation extraction, electronic medical record, convolutional neural network, long-tail relations. 

1. Introduction  

Electronic medical records (EMRs) contain all the information of paper medical records, which are un-

structured. It is necessary to analyze and mine the text of EMRs using natural language processing (NLP) [1]. 

As one of the basic tasks of natural language processing, relation extraction (RE) plays an important role in 

applications such as semantic understanding, question-answering, and knowledge graphs. At present, the re-

search on relationship extraction for general domains is progressing relatively fast. Limited by the medical 

knowledge and scarce of open datasets in the medical domain, the research on medical relationship extrac-

tion from electronic medical record text still faces some difficulties and challenges. 

Relationship extraction aims to identify the relationship between two entities in a given text from a pre-

defined set of relationships, often expressed in the form of a triple <E1, R, E2>, where E1 and E2 denote en-

tities and R denotes the semantic relationship between the entities. Take the 2010 i2b2/VA dataset as an ex-

ample, as shown in Fig. 1, The sentence contains two types of three entities DVT (problem), PE (problem), 

warfarin (treatment), which produce three relationships, namely <DVT, TrAP, warfarin>, <DVT, PIP, PE>, 

<PE, TrAP, warfarin>. Table 1 lists the specific interpretation of the relationships. The example in Fig. 1 

shows that a short sentence in a medical record text contains a high-density distribution of entities and each 

entity is repeatedly involved in different relationships. Contrasting to general domain public dataset such as 

SemEval2020_task8 which contains an average of 2 different entities every 23 characters and produces only 

1 set of relations on average, statistics of the 2010 i2b2/VA corpus show that an average of 4 different enti-

ties appears and an average of 6 sets of inter-entity relations occur in every 18 characters. With such a high 

density of entity distribution, entity representation is particularly important, Peng and Gao et al [2] pointed 

out that both textual context and entity mentions provide key information to the relational model, where the 

type information in entity mentions is emphasized; Zhong and Chen et al [3] pointed out that unlike tradi-

tional methods incorporating entity types in the input layer of the relational model is very important[4], and 

this explicit inclusion of entity category information in the input layer can better improve the model perfor-

mance. Inspired by. this idea we propose a variant of typed entity marker to improve the existing entity rep-

resentation techniques without introducing special labels. In addition, the local features extracted by CNN 

can also help to express the high density entity distribution [5]. The proposed "CNN+ SegAtt" network archi-
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tecture with a segmented attention mechanism can take the advantage of entity location information and 

achieve deeper mining and learning of semantic features of electronic medical record text. 

 

Fig. 1: An example of the 2010 i2b2/VA dataset. 

Relational extraction usually encounters the long-tail problem, i.e., the data imbalance problem, for ex-

ample, the incidence of common diseases is higher than that of rare diseases and this will in turn result in an 

unbalanced distribution of electronic medical records data. As shown in Fig. 2, nearly 62% of relations in 

2010 i2b2/VA are long-tail relations. Most studies of long-tail relations in recent years are based on NYT 

datasets [6], and Xu [7] and Zhang [8] et al. exploited the hierarchical structure of the relations labels, e.g., 

/location/province/capital, which can naturally transfer relations knowledge from data-rich and semantically 

similar head-class relationships to tail-class relations. But this approach does not apply to other datasets 

where relations are not marked hierarchically. In order to overcome the data imbalance problem, we propose 

a loss function with category weights to improve the relational classification accuracy for small category 

samples. 

 
Fig. 2: Label distribution in the 2010 i2b2/VA dataset (except NA). 

Based on the above studies, this paper proposed a CNN-based method for recognizing medical concept 

relations. Its contributions are as follows: 

• A variant of typed entity marker is proposed to improve existing entity representation while not intro-

ducing special markup. 

• The segmented attention mechanism is proposed and combining with the location information of enti-

ties to learn the semantic features of sentences efficiently. 

• A loss function with class weights is proposed to improve the performance of a CNN-based classifier 

for relational extraction from imbalanced data of electronic medical records. 

• Experimenting on the publicly available 2010 i2b2/VA medical dataset, the feasibility and effective-

ness of the proposed method is evaluated and achieves the performance that outperforms the existing 

methods. 

2. Related Work 

Before the popularity of deep learning technology, most relational extraction approaches use statistical 

learning. In both the general and medical domain, many researchers focused on feature-based and kernel-

based approaches [9-11], which are limited by conditions such as manual feature engineering and reliance on 

existing NLP toolkits. 

Neural network models are now widely used for relation extraction. These neural network models can 

accurately capture textual relations without explicit linguistic analysis [12-13]. Various neural network mod-

els have been proposed for relational classification in general domains, including recurrent neural networks 

(RNN) and convolutional neural networks (CNN). Liu [14] et al. first proposed a CNN-based relationship 

extraction model using a simple convolutional neural network structure; Zeng [15] also used a convolutional 
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neural network for relationship classification while designing features based on the location of entities in the 

text. In addition to supervised learning, distant supervision has flourished. Minrz [16] et al. first proposed the 

distant supervision for relation extraction, by mainly using labeled, unlabeled public domain data, with good 

scalability and generalizability. 

Several neural networks have been applied to the classification of relationships in biomedical and elec-

tronic medical record texts. Liu et al. [17] used CNN for drug-drug interaction (DDI) extraction, Quan et al. 

[18] proposed a multichannel convolutional neural network (MCCNN) to accomplish this task, and He [19] 

et al. proposed CNN-Multi, which introduced a multi-pool operation in convolutional neural networks and 

presented a loss function with a class-level constraint matrix. BLSTM is one of the successful applications of 

recurrent neural networks for this task [20], and the authors used bidirectional recurrent neural networks for 

feature extraction and modeling of textual information. CRNN [21] sequentially used RNN with CNN to 

learn global and local contexts in sentences, which were then used for relation classification. In addition, 

several methods based on attention mechanisms [22-23] were proposed to automatically extract medical rela-

tionships. 

There are few studies on long-tail relation extraction, among which Gui et al. [24] proposed an explana-

tion-based approach, while Lei et al. [25] utilized external knowledge (logic rules); later studies focused on 

datasets with hierarchical structures, such as NYT, Han et al. [26] proposed a hierarchical attention mecha-

nism scheme for long-tail relations in relation extraction, Zhang et al. [27] combined the embedding repre-

sentation obtained after pre-training by graph convolutional networks [28] into the hierarchical structure of 

relations, but this class of methods does not work well on other datasets, so this paper uses the traditional 

approach, i.e., mitigating the data imbalance problem by increasing the loss of small class samples. 

Compared with the existing relationship extraction models, the proposed “CNN+SegAtt” model achieves 

better performance by making full use of the entity location information and the modified entity representa-

tion techniques. In addition, the proposed loss function with category weights helps to solve the problem 

caused by long-tail relationships. 

3. Methodology 

In this section, the task of medical relationship extraction in EMRs is first formally defined in Section 

3.1, Then the proposed model architecture and entity representation techniques are introduced in Sections 3.2 

and 3.3 Finally, the loss function based on category weights is described in Section 3.4. 

3.1. Problem Definition 

Our study focuses on the Relation Extraction of sentence level. Specifically, given a sentence and an en-

tity pair (e1, e2), the relation r between e1 and e2 is predicted from R∪{NA}, where R is a predefined set of 

relations of interest, and the entity pairs that do not belong to the set R are denoted as NA. 

 
Fig. 3: CNN+SegAtt network structure. 
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3.2. Model Architecture 

Fig. 3 depicts the network architecture of the proposed CNN-based medical relation classification model. 

With "she was treated with [steroids]e1 for [this swelling]e2 at the outside hospital, and these were continued." 

as an example input. The model learns the distribution representation of each relation sample, generates a 

feature vector to represent the example s containing two entities, and the final score can be obtained by the 

relation type representation. Further details are discussed in the following subsections. 

1) Embedding Layer 

Most of the previous works have demonstrated that taking the combination of two features: word em-

bedding [29] and positional embedding [15] as the representation of a sentence is crucial for relation extrac-

tion [16-18], To enhance the ability of the presentation further we embed the typed entity marker into the 

input layer which will be described in detail in Section C. 

A sentence s = {w1, …, wn} is a sequence of n words. To construct the data representation for the encod-

ing layer, each word in the sentence is converted into a kw-dimensional vector by word2vec [30]. For each 

word wi (1 ≤ i ≤ n)∈s, the relative distances from wi to the given two entities are embedded into two kp-

dimensional vectors respectively. The final embedding representation xi∈Rki (ki = kw + kp × 2) of each word 

is obtained by connecting word embedding and two position embeddings. 

2) Encoding Layer 

The encoding layer aims to compose the input embeddings of the given instance into its corresponding 

instance embedding. Since a sentence contains multiple entities in an electronic medical record, each of 

which may consist of several words, the location features of entities are important for the medical relation-

ship classification. PCNN [31], as the most commonly used network model for distant supervision, can cap-

ture structural information between two entities by considering their positions due to PCNN has a piecewise 

pooling layer [15] which is the key part that makes it different from 1DCNN. 

All of the segments (a piece of information) in an input representation of a sentence might provide useful 

information for the RE task. However, not all the segments contribute equally to the sentence meaning for 

different relations. It is beneficial to integrate an entity-aware attention layer into the PCNN network. There-

fore. we propose an additional attention mechanism called segmented attention, which built upon segment-

level representations to capture crucial segments in each sentence and thus improve the performance of the 

medical RE task. 

First, the PCNN uses a convolutional kernel with sliding window size m on the input sequence {x1，…，

xn} to obtain the kh-dimensional hidden embedding. 

ℎ𝑖 = 𝐶𝑁𝑁(𝑥
𝑖−

𝑚−1

2

, . . . , 𝑥
𝑖+

𝑚−1

2

)，                                                 (1) 

Two diagonal matrices At are introduced, 𝐴𝑖,𝑖
𝑡 = 𝑓(𝑒𝑡 , ℎ𝑖) to represent the link between entities and ℎ𝑖, 

and the evaluation function f is calculated as the inner product between the respective embeddings of  ℎ𝑖 and 

𝑒𝑡 and is parameterized into the network for updating At during the training process. Given At, we define the 

relevance  of ℎ𝑖 to the t-th entity (t∈{1,2}) as follows: 

𝛼𝑖
𝑡 =

𝑒𝑥𝑝(𝐴𝑖,𝑖
𝑡 )

∑ 𝑒𝑥𝑝(𝐴
𝑖′,𝑖′
𝑡 )𝑛

𝑖′=1

，                                                             (2) 

Next, we apply the attention mechanism at the segment level to assign a different weight αi to each hid-

den vector ℎ𝑖, and pay more attention to the informative segment. The specific segmented calculating formu-

las are as follows, 

[𝑟(1)]
𝑗

= ℎ𝑖𝛼𝑖
1, 0 ≤ 𝑖 ≤ 𝑖1

[𝑟(2)]
𝑗

= ℎ𝑖
𝛼𝑖

1+𝛼𝑖
2

2
, 𝑖1 ≤ 𝑖 ≤ 𝑖2

[𝑟(3)]
𝑗

= ℎ𝑖𝛼𝑖
2, 𝑖2 ≤ 𝑖 ≤ 𝑛

                                                      
(3) 

where [·]j is the j-th value of a vector, i1 and i2 are the entity positions. 

Then, a piecewise max-pooling is applied over the hidden embeddings, 
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[𝑠(1)]
𝑗

= 𝑚𝑎𝑥 {[𝑟(1)]
𝑗
} ,

[𝑠(2)]
𝑗

= 𝑚𝑎𝑥 {[𝑟(2)]
𝑗
} ,

[𝑠(3)]
𝑗

= 𝑚𝑎𝑥 {[𝑟(3)]
𝑗
} ,

 
                                                            (4) 

At last, the three pooling results are concatenated to obtain the final instance embedding s, 

𝑠 = [𝑠(1); 𝑠(2); 𝑠(3)].                                                                  (5) 

3.3. Entity Representation 

Both the span and the type of the entity are necessary to be presented in the input, and the recent works 

[32,3] have shown that the appropriate use of them can improve the performance of relation extraction. To 

select proper representation on the 2010 i2b2/VA dataset, the following representation is introduced and 

evaluated. 

Entity mask (Zhang et al. [4], 2017): This method replaces two entities in the original sentence using the 

special token [SUBJ-NER] or [OBJ-NER], where NER is the corresponding entity type. 

Entity marker (Baldini Soares et al. [32], 2019): This method introduces the special tokens [E1], [/E1], 

[E2], [/E2] to indicate the entity span and modifies the sentence to "[E1] SUBJ [/E1]... [E2] OBJ [/E2]". 

Entity marker (punct) (Wang et al. [33], 2020; Zhou et al. [34], 2021): This approach is a variant of Enti-

ty marker, which marks entity spans by modifying the original sentence to "@ SUBJ @"... # OBJ #" to mark 

entity spans. 

Typed entity marker (Zhong and Chen et al. [3], 2020): This method also introduces special tokens, 

which modifies the original sentence to "<S:NER> SUBJ </S:NER>... <O:NER> OBJ </O:NER>", where 

NER is the corresponding entity type. 

Table 1 shows the performance of the different entity representation methods. For each method, an ex-

ample of processed sentences is provided. It can be observed from the experimental results that Typed mark-

er (punct) significantly outperforms the other markers. In particular, the simple PCNN model achieves an F1 

score of 69.59% using Typed marker (punct), which is closed to the most updated result of 69.7% (He et al. 

[19], 2019), while the proposed "CNN+SegAtt" model achieved an F1 of 72.15%, The experimental results 

indicate that entity information and segmental attention mechanism can further improve performance of the 

relation extraction task. 

Table 1:  Test f1 (%) for different entity representation methods on 2010 i2b2/va. For each method, a sample sen-

tence "on examination, he is afebrile." is also provided as a processing input. Typed marker (punct) is clearly superior to 

the other methods 

Method Input Example PCNN(F1%) CNN+SegAtt(F1%) 

Original On examination , he is afebrile . 65.41 66.23 

Entity Mask On [SUBJ-TEST] , he is [OBJ-PROBLEM] . 62.27 61.87 

Entity Marker 
On [E1] examination [/E1] , he is [E2] afebrile 

[/E2] . 
65.76 65.95 

Entity Marker (punct) On @ examination @ , he is # afebrile # . 67.58 68.47 

Typed  Marker 

On <S:TEST> examination </S:PROBLEM> , 

he is <O:PROBLEM> afebrile 

</O:PROBLEM> . 

67.76 68.83 

Typed Marker (punct) 
On @ * test * examination @ , he is # * test * 

afebrile # . 
69.59 72.15 

3.4. Loss Function with Category Weights 

In this paper, a Softmax classifier is used to probabilistically map the hidden layer vectors to determine 

the relation between entities. the common loss function used by the Softmax classifier is the cross-entropy 

loss function, 

𝐽(𝜃) = −
1

𝑚
∑ 𝑡𝑖 𝑙𝑜𝑔( 𝑦𝑖

^
)𝑚

𝑖=1 + 𝜆‖𝜃‖𝐹
2                                                     (6) 

1535



  

Where t∈Rc stands for the one hot encoding of the category to which the current sample belongs, and c 

is the total number of categories, 𝑦𝑖

^
indicating that the Softmax layer maps the hidden layer vector to the 

probability values of each category. The last term in Eq. (6) represents the L2 canonical term. 

To solve the data imbalance problem, the traditional sampling method changes the distribution of the 

original data. The oversampling process may introduce additional noise to the dataset, and the undersampling 

process may result in the loss of original data. Therefore, this section adjusts the loss of different category 

samples of the EMRs text by introducing category weights Wwgt = <𝑤𝑐1,𝑤𝑐2,...,𝑤𝑐𝑐> in the loss function to 

increase the importance of small category samples in the training process. The calculation of category 

weights relies on the original distribution of each relational category sample, as shown in Eq. (7). 

𝑊𝑐𝑖 =
𝑁𝑎𝑙𝑙−𝑁𝑖

(𝑐−1)𝑁𝑎𝑙𝑙                                                                       (7) 

We define the total number of samples as 𝑁all = ∑ 𝑁𝑖
𝑐
𝑖=1 , where 𝑁𝑖  (i∈Rc) represents the number of 

samples of class i in the training set. 

We update ti in Eq. (6) to 𝑡𝑖𝑤wgtand obtain Eq. (8), which is the loss function with weights for learning 

proposed in this section. 

𝐽wgt(𝜃) = −
1

𝑚
∑ 𝑡𝑖𝑤𝑤𝑔𝑡 𝑙𝑜𝑔( 𝑦𝑖

^
)𝑚

𝑖=1 + 𝜆‖𝜃‖𝐹
2                                             (8) 

4. Experiments 

The proposed method will be evaluated by comprehensive experiments in this section. 

4.1. Dataset 

We evaluate our model on the 2010 i2b2/VA [35] dataset, which is one of the recognized datasets for en-

tity relation reviews in electronic medical records and has been widely used in recent works. The dataset, 

derived from three hospital discharge summaries contains eight relation types: treatment improve or cure 

medical problem (TrIP), treatment worsen medical problem (TrWP), treatment caused medical problems 

(TrCP), treatment administered medical problem (TrAP), treatment was not administered because of medical 

problem (TrNAP), test reveal medical problem (TeRP), test conducted to investigate medical problem 

(TeCP), and medical problem indicates medical problem (PIP); The three types of entities: problem, test, 

treatment. The problem is a phrase that describes the physical or mental abnormality of the patient as ob-

served by the patient or the doctor, the test is a phrase that describes the further physical examination to ob-

tain the patient's symptoms and health condition, and the treatment is a phrase that describes the treatment 

taken to treat the patient. 

If there are more than two entities in a sentence, one instance is created for each pair of entities. Since 

the part of 394 original training documents available for download contains only 170 training sets and 256 

test sets, our preprocessing adopts the preprocessing steps used by Raj D. et al [21]. all training and test in-

stances were merged, and then the training and test sets were redistributed in the ratio of 8:2. Table 2 de-

scribes in detail the meaning of their relationship categories and the relevant statistical information after re-

distributing the training and test sets. 

Table 2:  The number of training and testing instances for each relation type in the i2b2 dataset 

Class Definition Train size Test size 

TrIP treatment improve or cure medical problem  162 41 

TrWP treatment worsen medical problem 106 27 

TrCP treatment caused medical problems 420 106 

TrAP treatment administered medical problem 2093 524 

TrNAP 
treatment was not administered because of medical prob-

lem 
139 35 

TeRP test reveal medical problem 2442 611 

TeCP test conducted to investigate medical problem 403 101 

PIP and medical problem indicates medical problem 1762 441 

NA none of the above 44637 11160 

Total / 52164 13046 
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4.2. Experimental Setting 

Evaluation metrics. As shown in Table 2, there are eight positive relation types (predefined) and one 

negative relation type (in addition to the defined relationship). The performance of each positive relation 

type was evaluated using the precision, recall, and F1-measure. According to the official evaluation metrics 

[36], the performance of the model is defined based on the micro-averaged F1 scores of all positive relation 

types. 

Parameter settings. A 5-fold cross-validation was performed on the training set, and the key parameters 

of the model are detailed in Table 3. the word2vec tool was used to train the initial word representations as 

inputs to the word embedding layer involved in model training. 

Table 3: Key parameters of the model 

Word embedding Position embedding Batch size Window size LR 

128 60 512 [3,4,5] 0.001 

Experimental environment. The experiments are based on Linux operating system, model coding is based 

on python 3.5, and Tensorflow deep learning framework. The machine used to train the model is NVIDIA 

dgx-l with 8 Tesla P100 GPUs, each with 16 GB of memory. 

4.3. Results 

Table 4 shows the results obtained for the proposed model on the 2010 i2b2/VA dataset and the compari-

son with the previous methods. In the table, the typed marker (punct) and the weighted loss function are ab-

breviated as Tmp and Wgt. From the results in the table, it is clear that both proposed methods are effective 

in improving the F1 value. In particular, the proposed "CNN+SegAtt "+Tmp+Wgt model achieves 73.13%, 

which is better than all the compared methods. 

Table 4: Class-level performance of various models on i2b2 dataset (based on f1 score) 

Class TrIP TrWP TrCP TrAP TrNAP TeRP TeCP PIP 

CNN-Max 21.74 10.26 41.25 57.59 10.68 73.16 31.82 54.95 

LSTM-Max 0 0 35.48 61.07 0 76.50 23.20 53.79 

LSTM-Att 13.33 0 41.01 60.38 12.29 79.12 38.46 60.99 

CRNN-Max 25.71 16.67 43.18 67.39 36.36 80.32 39.46 58.04 

CRNN-Att 34.48 9.52 47.66 63.94 18.60 76.31 39.76 55.53 

CNN-Multi 3.82 0 48.14 72.83 5.21 83.02 33.41 63.63 

“CNN+SegAtt”+Tmp 51.02 40.43 59.97 74.30 38.63 82.61 63.82 66.89 

“CNN+SegAtt”+Tmp+Wgt 71.43 60.00 64.97 79.30 58.33 86.91 66.00 65.99 

Table 5 shows the performance (F1 value) of different approaches on the positive relation types, and 

combined with the statistics of the class distribution of the dataset in Table 2, it can be found that the classi-

fication ability of "CNN+SegAtt "+Tmp+Wgt for small category samples is significantly improved com-

pared to the baseline model, e.g., TrIP, TrWP, TrNAP, with the largest improvement achieved on the TrWP 

class. For categories with a large sample size (TrAP, TeRP), the model also improved to a large extent. 

Table 5: Model performance comparison 

Model Precision/% Recall/% F1 score/% 

SVM[37] 67.98 57.35 62.21 

CNN-Max[5] 63.23 58.92 61.00 

LSTM-Max[20]  57.54 55.40 56.45 

LSTM-Att[20]  65.23 56.77 60.71 

CRNN-Max[21]  67.27 62.89 65.01 

CRNN-Att[21]  66.69 58.57 62.05 

CNN-Multi[19] 73.05 66.58 69.67 

“CNN+SegAtt”+Tmp 74.83 69.65 72.15 

“CNN+SegAtt”+Tmp+Wgt 76.58 69.98 73.13 

5. Conclusion and Future Work 
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In this paper, a new CNN-based "CNN+SegAtt"+ Tmp+Wgt medical relationship classification model is 

proposed. Segmented attention mechanism and Tmp typed entity representation help to extract more accurate 

and richer features at the semantic layer, and Wgt ensures the learning ability of the model in each category 

according to the original distribution of each category, while significantly improving the model's fitting abil-

ity to small category samples. The performance of the proposed model is better than all existing models on 

the 2010 i2b2/VA dataset. 

Future work includes (1) evaluating our model on more pre-trained language models and will extend to 

other tasks such as named entity recognition and QA. (2) The use of additional information to train more ef-

fective models for further addressing the long-tail problem. 
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